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Robust AI: a long standing debate

The First Law of Robotics
[Asimov, 1940]
“A robot may not injure a human
being, or, through inaction, allow a
human being to come to harm.”

“...before we release autonomous
agents into real-world environments,
we need some credible and computa-
tionally tractable means of making
them obey Asimov’s First Law.”

“Given a complex world where
the agent does not have complete
information, any attempt to formal-
ize the second half of Asimov’s First
Law is fraught with difficulties.”
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Down-to-earth target: Dependable AI

Robots should meet RAMSS requirements:

Reliability: ability to perform required functions under stated
conditions for a specified period of time

Availability: proportion of time a system is in a functioning condition

Maintainability: probability that a system will be retained in or
restored to a specified condition within a given period of time

Safety: ability to control recognized hazards to achieve acceptable
level of risk

Security: degree of resistance to, or protection from system damage
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Autonomous robots are not, e.g., planes...

vs.

ED 209 shows a reliability defect,
leading to potential safety defects

Planes are dependable, but we
do not expect them to operate
autonomously (if they did, they
would be UAVs)

Armando Tacchella (DIBRIS - UNIGE) Verification Enhanced Learning AI*IA 4 / 7



... still, they (will) need to be certified
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Dependable AI is part of the picture

Intrinsic safety: it is not possible to model an unsafe agent
(Unlikely)

Safety by construction: the agent will be safe as long as specific design
guidelines are strictly observed
(Staple method in engineering)

Demonstrable safety: it can be proved that the agent design reduces
undesirable events to an acceptable level
(Our contribution!)

Monitorable safety: it can be ensured that the agent recognizes actions
leading to undesirable events
(Hardly disposable, it comes next in our reserch agenda)
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Verification and learning: competing needs!

Learning with discrete
abstractions

Verification on
(discrete spaces

Curse of
dimensionality!

Can deal with large
state spaces

Learning in continuous
state-space?

Infinite state space makes
verification undecidable!
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